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#### Abstract

An exact non-reflecting boundary conditions based on a boundary integral equation or a modified Kirchhoff-type formula is derived for exterior three-dimensional wave equations. The Kirchhoff-type non-reflecting boundary condition is originally proposed by L. Ting and M.J. Miksis [J. Acoust. Soc. Am. 80 (1986) 1825] and numerically tested by D. Givoli and D. Cohen [J. Comput. Phys. 117 (1995) 102] for a spherically symmetric problem. The computational advantage of Ting-Miksis boundary condition is that its temporal non-locality is limited to a fixed amount of past information. However, a long-time instability is exhibited in testing numerical solutions by using a standard nondissipative finite-difference scheme. The main purpose of this work is to present a new exact boundary condition and to eliminate the long-time instability. The proposed exact boundary condition can be considered as a limit case of TingMiksis boundary condition when the two artificial boundaries used in their method approach each other. Our boundary condition is actually a boundary integral equation on a single artificial boundary for wave equations, which is to be solved in conjunction with the interior wave equation. The new boundary condition needs only one artificial boundary, which can be of any shape, i.e., sphere, cubic surface, etc. It keeps all merits of the original Kirchhoff boundary condition such as restricting the temporal non-locality, free of numerical evaluation of any special functions and so on. Numerical approximation to the artificial boundary condition on cubic surface is derived and three-dimensional numerical tests are carried out on the cubic computational domain.
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## 1. Introduction

We consider the three-dimensional wave equation:

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}=c^{2} \nabla^{2} u+f(\boldsymbol{x} ; t) \quad \text { in } \Omega \times(0, T), \tag{1}
\end{equation*}
$$

[^0]\[

$$
\begin{align*}
& u=g \quad \text { or } \quad \partial_{\boldsymbol{n}} u=g \quad \text { on } \gamma \times(0, T)  \tag{2}\\
& u(\boldsymbol{x}, 0)=u_{0}(\boldsymbol{x}) \quad \text { in } \Omega  \tag{3}\\
& \partial_{t} u(\boldsymbol{x}, 0)=u_{1}(\boldsymbol{x}) \quad \text { in } \Omega \tag{4}
\end{align*}
$$
\]

where $\Omega$ is an infinite domain in three-dimension exterior to an obstacle or a scatterer with a boundary $\gamma$ as indicated in Fig. 1, $u_{0}(\cdot), u_{1}(\cdot)$ and $f(\cdot ; t)$ have compact supports in $\boldsymbol{R}^{3}$.

In order to solve the problem numerically on unbounded domain by using a finite difference (FD) or a finite element (FE) method, one has to truncate the infinite domain via an artificial boundary $\mathscr{S}$ around the obstacle (see Fig. 2) and applying some boundary condition on $\mathscr{S}$, which is called artificial boundary condition or non-reflecting boundary condition (NRBC); see $[1,3-5,8-10,14]$ for wave equation and $[6,18]$ for recent review on this subject. An alternative way to handle the unbounded domain is to use spectral method with approximate basis functions, see, e.g. [12,15]. In this work, we will be interested in using artificial boundary conditions. The computational domain $\Omega_{\mathrm{i}}$ is bounded internally by $\gamma$ and externally by $\mathscr{S}$. The artificial boundary $\mathscr{S}$ is chosen to enclose all the "irregularities" in the unbounded domain. Here the "irregularities" means wave sources, non-zero initial conditions, inhomogeneous medium and so on. The unbounded domain exterior to $\mathscr{S}$ is denoted by $\Omega_{\mathrm{e}}$, which includes only zero initial conditions, homogeneous medium and no wave sources and where the medium is to be at rest for times $t \leqslant 0$.

In this paper, we derive a new exact $N R B C$ for exterior three-dimensional wave equations by using a boundary integral equation or a modified Kirchhoff formula. The Kirchhoff-type NRBC is originally proposed by Ting and Miksis [17] and numerically tested by Givoli and Cohen [8] for one-dimensional problems. The computational advantage of this approach is that its temporal non-locality is limited to a fixed amount of past information. However, a long-time instability is exhibited in the testing numerical solutions by using a standard non-dissipative finite-difference scheme in the computational domain. This instability could be eliminated by introducing additional dissipation into the scheme as suggested in [8], but it is known that the central non-dissipative difference scheme for nonlinear wave equation is an multi-symplectic scheme [13], which has the advantage for computing long time evolution problem such as superior energy-conserving behavior, better preserving waveform and superior stability.


Fig. 1. The infinite domain $\Omega$ with a boundary $\gamma$.


Fig. 2. $\mathscr{S}$ is an artificial boundary and $\Omega_{i}$ is computational domain.
The new NRBC proposed in this paper can be considered as a limit case of Ting-Miksis boundary condition when the two artificial boundaries used in their method approach each other. In fact, the limit boundary condition is a boundary integral equation on a single artificial boundary for wave equation. Since the boundary integral equation involves both $u$ and $\partial_{n} u$ on the boundary, the boundary integral can not be solved independently and has to be solved in conjunction with the interior wave equation, which may has variable coefficients or is nonlinear. Therefore, the boundary integral equation can be considered as an exact artificial boundary condition for the interior wave equation. If the interior equation is discretized by FD or FE method and the boundary integral equation is approximated by quadrature formula (QF) or boundary element (BI) method, this is also called coupled FD or $F E$ with $Q F$ or BE method for solving wave equation in infinite domains. In fact, the coupled FE with BE method for solving elliptic equation in unbounded domain is very popular and efficient (see e.g. [7]). As far as I know the work presented in this paper is the first to directly apply the boundary integral equation on a single artificial surface enclosing the scattering object and the wave equation with variable coefficient and to implement coupled FD in the resulting bounded domain problem with QF method for the boundary integral. Of course, the NRBC can also be implemented by using FE method in the interior domain and BE method on the boundary. This is an interesting research subject and will be reported elsewhere. It is noticed that a different approach is introduced in [14] to construct an artificial boundary condition with restricted temporal non-locality, which does not require a discrete approximation of the Kirchhoff integral.

It is shown that for the spherically symmetric case both continue version and discrete version of the new NRBC are equivalent to that of the local NRBC proposed by Engquist and Majda [4]. Numerical results obtained by using our NRBC for the one-dimensional problems verify our theoretical claims and demonstrate the desired long time stability.

The new NRBC only needs one artificial boundary, which is contrast to the original Kirchhoff-type condition which requires two artificial boundaries. The new boundary condition preserves the main advantages of Kirchhoff condition: the artificial boundary can be of any shape, i.e. sphere, cubic surface and so on; it requires only fixed storage of the past information of the solution at the artificial boundary; there is no need of any numerical evaluation of special functions; the size of the computation domain is of the same order as the scatterer; if explicit difference scheme is used in the interior domain, the
boundary condition can be solved at each time step independently, due to the retarded time property; for cubic artificial boundary only one set of mesh grid to both inside of and on boundary of the cube is required.

A key ingredient in deriving the new NRBC is the boundary integral equation or the modified Kirchhoff formula for the time-dependent wave equation, which is also obtained by using Green's formula.

Numerical approximation to the artificial boundary condition on cubic surface is derived and threedimensional numerical tests are carried out on a cubic computational domain by using the standard nondissipative central difference scheme. The numerical solutions are in good agreement with exact solutions without producing spurious reflection from the artificial boundary. The overall scheme is shown to be stable in all our tests.

## 2. Boundary integral equation and new NRBC

### 2.1. Kirchhoff's formula and boundary integral equation for wave equation

Let $D$ be a three-dimensional unbounded domain with piecewise smooth interior boundary $\partial D$, indicated in Fig. 3, and $w(\cdot, \tau)$ be smooth function with compact support in $\boldsymbol{R}^{3}$. It is easy to show that

$$
v\left(w_{\tau \tau}-c^{2} \nabla^{2} w\right)-w\left(v_{\tau \tau}-c^{2} \nabla^{2} v\right)=\tilde{\nabla} \cdot\left\{-c^{2} v \nabla w+c^{2} w \nabla v, v w_{\tau}-w v_{\tau}\right\},
$$

where $\tilde{\nabla}=\left\{\nabla_{\xi}, \partial_{\tau}\right\}$ is the space-time gradient vector. Integrating over the domain $D \times[0, t]$ we obtain the Green's formula:

$$
\begin{align*}
& \iiint \int_{D \times[0, t]}\left\{v\left(w_{\tau \tau}-c^{2} \nabla_{\xi}^{2} w\right)-w\left(v_{\tau \tau}-c^{2} \nabla_{\xi}^{2} v\right)\right\} \mathrm{d} \xi \mathrm{~d} \tau \\
& \quad=\iiint \int_{D \times[0, t]} \tilde{\nabla} \cdot\left\{-c^{2} v \nabla_{\xi} w+c^{2} w \nabla_{\xi} v, v w_{\tau}-w v_{\tau}\right\} \mathrm{d} \xi \mathrm{~d} \tau \\
& =\iiint_{\partial D \times[0, t]}\left(-c^{2} v \nabla_{\xi} w+c^{2} w \nabla_{\xi} v\right) \cdot \boldsymbol{n} \mathrm{d} \sigma_{\xi} \mathrm{d} \tau+\left.\iiint_{D}\left(v w_{\tau}-w v_{\tau}\right) \mathrm{d} \xi\right|_{\tau=0} ^{\tau=t}, \tag{5}
\end{align*}
$$

where $\mathrm{d} \xi=\mathrm{d} \xi_{1} \mathrm{~d} \xi_{2} \mathrm{~d} \xi_{3}, \boldsymbol{n}$ is the unit normal to $\partial D$ as indicated in Fig. 3. The last integral in the above equation is obtained by using the divergence theorem and the fact that $w(\xi, \tau)$ is zero for sufficiently large $|\boldsymbol{\xi}|$.


D

Fig. 3. The diagram for Green's formula.

Let $w(\xi, \tau)$ be a solution of the wave equation with compact initial data $w_{0}(\cdot)$ and $w_{1}(\cdot)$ in $D$, i.e.,

$$
\begin{cases}\partial_{\tau \tau}^{2} w(\xi, \tau)-c^{2} \nabla_{\xi}^{2} w(\xi, \tau)=0, & (\xi, \tau) \in D \times R^{+} \\ \left.w\right|_{\tau=0}=w_{0}(\xi),\left.\partial_{\tau} w\right|_{\tau=0}=w_{1}(\xi), & \xi \in D,\end{cases}
$$

where $w$ and $\partial_{n} w$ on the boundary $\partial D$ are not prescribed, and $v$ be the fundamental solution of the wave equation

$$
v=\frac{1}{4 \pi c|\boldsymbol{\xi}-\boldsymbol{x}|} \delta(c(\tau-t)+|\boldsymbol{\xi}-\boldsymbol{x}|),
$$

where $v$ satisfies $v_{\tau \tau}-c^{2} \nabla_{\xi}^{2} v=\delta(\xi-\boldsymbol{x}) \delta(\tau-t)$ in the weak sense and $(\boldsymbol{x}, t) \in D \times R^{+}$is a given point. Then substituting $w$ and $v$ into the Green's formula (5) gives the Kirchhoff's formula (see [2,11]) with non-zero initial data:

$$
\begin{align*}
w(\boldsymbol{x} ; t)= & -\frac{1}{4 \pi} \iint_{\partial D}\left([w] \frac{\partial}{\partial \boldsymbol{n}}\left(\frac{1}{\rho}\right)-\frac{1}{\rho}\left[\frac{\partial w}{\partial \boldsymbol{n}}\right]-\frac{1}{\rho c} \frac{\partial \rho}{\partial \boldsymbol{n}}\left[\frac{\partial w}{\partial t}\right]\right) \mathrm{d} \sigma_{\xi} \\
& +\frac{1}{4 \pi(c t)^{2}} \iint_{D \cap S(x, c t)}\left(w_{0}-c t \frac{\partial w_{0}}{\partial \boldsymbol{n}}+t w_{1}\right) \mathrm{d} \sigma_{\xi}, \quad \boldsymbol{x} \in D, \tag{6}
\end{align*}
$$

where $\rho=|\boldsymbol{\xi}-\boldsymbol{x}|=\sqrt{\left(\xi_{1}-x_{1}\right)^{2}+\left(\xi_{2}-x_{2}\right)^{2}+\left(\xi_{3}-x_{3}\right)^{2}}, \quad S(\boldsymbol{x}, R)$ is a spherical surface defined by $S(\boldsymbol{x}, R)=\{\boldsymbol{\xi}| | \boldsymbol{\xi}-\boldsymbol{x} \mid=R\}$ and $\partial / \partial \boldsymbol{n}$ is the normal derivative at $\boldsymbol{\xi}$ on $\partial D$ or $S(\boldsymbol{x}, c t)$. The operator [.] above is the retarded value operator, defined by

$$
\begin{equation*}
[F]=\left.F(\xi, \tau)\right|_{\tau=t-\rho / c} \tag{7}
\end{equation*}
$$

The derivation of the formula (6) requires some applications of the generalized function and we omit the details here (see for example [19]). By taking the limits of the above integral in the normal direction at $\partial D$ as $\boldsymbol{x}$ approaching $\partial D$, we obtain the following boundary integral equation for the wave equation:

$$
\begin{aligned}
w(\boldsymbol{x} ; t)= & \frac{\boldsymbol{\Theta}(\boldsymbol{x})}{4 \pi} w(\boldsymbol{x} ; t)-\frac{1}{4 \pi} \iint_{\partial D}\left([w] \frac{\partial}{\partial \boldsymbol{n}}\left(\frac{1}{\rho}\right)-\frac{1}{\rho}\left[\frac{\partial w}{\partial \boldsymbol{n}}\right]-\frac{1}{\rho c} \frac{\partial \rho}{\partial \boldsymbol{n}}\left[\frac{\partial w}{\partial t}\right]\right) \mathrm{d} \sigma_{\xi} \\
& +\frac{1}{4 \pi(c t)^{2}} \iint_{D \cap S(\boldsymbol{x}, c t)}\left(w_{0}-c t \frac{\partial w_{0}}{\partial \boldsymbol{n}}+t w_{1}\right) \mathrm{d} \sigma_{\xi}, \quad \boldsymbol{x} \in \partial D
\end{aligned}
$$

which is equivalent to

$$
\begin{align*}
w(\boldsymbol{x} ; t)\left(1-\frac{\Theta(\boldsymbol{x})}{4 \pi}\right)= & -\frac{1}{4 \pi} \iint_{\partial D}\left([w] \frac{\partial}{\partial \boldsymbol{n}}\left(\frac{1}{\rho}\right)-\frac{1}{\rho}\left[\frac{\partial w}{\partial \boldsymbol{n}}\right]-\frac{1}{\rho c} \frac{\partial \rho}{\partial \boldsymbol{n}}\left[\frac{\partial w}{\partial t}\right]\right) \mathrm{d} \sigma_{\xi} \\
& +\frac{1}{4 \pi(c t)^{2}} \iint_{D \cap S(x, c t)}\left(w_{0}-c t \frac{\partial w_{0}}{\partial \boldsymbol{n}}+t w_{1}\right) \mathrm{d} \sigma_{\xi}, \quad \boldsymbol{x} \in \partial D, \tag{8}
\end{align*}
$$

where $\Theta(\boldsymbol{x})$ denotes the exterior solid angle at $\boldsymbol{x} \in \partial D$. For $\partial D$ possessing a unique tangent plane at $\boldsymbol{x}$, $\Theta(\boldsymbol{x})=2 \pi$, and as a result

$$
\begin{align*}
w(\boldsymbol{x} ; t)= & -\frac{1}{2 \pi} \iint_{\partial D}\left([w] \frac{\partial}{\partial \boldsymbol{n}}\left(\frac{1}{\rho}\right)-\frac{1}{\rho}\left[\frac{\partial w}{\partial \boldsymbol{n}}\right]-\frac{1}{\rho c} \frac{\partial \rho}{\partial \boldsymbol{n}}\left[\frac{\partial w}{\partial t}\right]\right) \mathrm{d} \sigma_{\xi} \\
& +\frac{1}{2 \pi(c t)^{2}} \iint_{D \cap S(x, c t)}\left(w_{0}-c t \frac{\partial w_{0}}{\partial \boldsymbol{n}}+t w_{1}\right) \mathrm{d} \sigma_{\xi}, \quad \boldsymbol{x} \in \partial D . \tag{9}
\end{align*}
$$

Notice that the first integrals on the right-hand sides of (8) and (9) are singular integrals. The boundary integral equations (8) and (9) are not only the bases for us to derive the new NRBC, but also very useful
tools for solving initial-boundary value problems of wave equation in both bounded and unbounded domains. The derivation of the boundary integral equation (8) from (6) is very similar to that for Laplace's equation in three-dimension and its details are omitted here.

### 2.2. The new NRBC

First we introduce the original Kirchhoff-type exact NRBC proposed by Ting and Miksis [17]. The NRBC uses two artificial boundaries $\mathscr{B}$ and $\mathscr{S}$; the diagram is shown in Fig. 4. The computational domain is bounded by the surface of the scatterer $\gamma$ and by the artificial boundary $\mathscr{B}$. The boundary $\mathscr{B}$ can be of any shape and the boundary $\mathscr{S}$, located inside the computation domain, contains all of the supports of $u_{0}(\cdot)$, $u_{1}(\cdot)$ and $f(\cdot, \tau)$ for $0 \leqslant \tau \leqslant T$. The exact NRBC of Ting-Miksis making use of the Kirchhoff formula (6) to the solution $u$ of the wave equation (1) on the boundary $\mathscr{S}$ gives:

$$
u(\boldsymbol{x} ; t)=-\frac{1}{4 \pi} \iint_{\mathscr{S}}\left([u] \frac{\partial}{\partial \boldsymbol{n}}\left(\frac{1}{\rho}\right)-\frac{1}{\rho}\left[\frac{\partial u}{\partial \boldsymbol{n}}\right]-\frac{1}{\rho c} \frac{\partial \rho}{\partial \boldsymbol{n}}\left[\frac{\partial u}{\partial t}\right]\right) \mathrm{d} \sigma_{\xi}, \quad \boldsymbol{x} \in \mathscr{B},
$$

where $u$ is the wave solution given by (1)-(4). This condition was not implemented numerically in [17]. Several years later, the FD implementation of this condition for the spherically symmetric case was carried out by Givoli and Cohen [8]. It was found that numerical scheme based on the Ting-Miksis condition exhibits numerically instability in long times. This instability may be eliminated by using a dissipative interior FD scheme as suggested by Givoli and Cohen.

The new $N R B C$ is based on the boundary integral equation (8), which needs only one artificial boundary $\mathscr{S}$ of any shape; the set up is shown in Fig. 2. The computational domain $\Omega_{i}$ is bounded by the surface of the scatterer $\gamma$ and by the artificial boundary $\mathscr{S}$. The boundary $\mathscr{S}$ is chosen to inclose all of the supports of $u_{0}(\cdot), u_{1}(\cdot)$ and $f(\cdot, \tau)$ for $0 \leqslant \tau \leqslant T$. The new NRBC making use of the boundary integral Eq. (8) to the wave solution $u$ on the artificial boundary $\mathscr{S}$ gives:

$$
\begin{equation*}
u(\boldsymbol{x} ; t)\left(1-\frac{\Theta(\boldsymbol{x})}{4 \pi}\right)=-\frac{1}{4 \pi} \iint_{\mathscr{S}}\left([u] \frac{\partial}{\partial \boldsymbol{n}}\left(\frac{1}{\rho}\right)-\frac{1}{\rho}\left[\frac{\partial u}{\partial \boldsymbol{n}}\right]-\frac{1}{\rho c} \frac{\partial \rho}{\partial \boldsymbol{n}}\left[\frac{\partial u}{\partial t}\right]\right) \mathrm{d} \sigma_{\xi}, \quad \boldsymbol{x} \in \mathscr{S}, \tag{10}
\end{equation*}
$$



Fig. 4. Diagram for the Ting-Miksis NRBC.
where $u$ is the wave solution given by (1)-(4) and the artificial boundary $\mathscr{S}$ is shown on Fig. 2. Notice that the right-hand side is a singular integral, where $\rho=|\boldsymbol{x}-\boldsymbol{\xi}|, \partial / \partial \boldsymbol{n}$ is the normal derivative at $\xi$ on $\mathscr{S}$ and $\Theta(\boldsymbol{x})$ is the exterior solid angle at $\boldsymbol{x} \in \mathscr{S}$. The operator [.] is the retarded value operator, defined by (7). For a smooth artificial boundary $\mathscr{S}, \boldsymbol{\Theta}(\boldsymbol{x})=\pi / 2$ and the new NRBC reduces to

$$
\begin{equation*}
u(\boldsymbol{x} ; t)=-\frac{1}{2 \pi} \iint_{\mathscr{S}}\left([u] \frac{\partial}{\partial \boldsymbol{n}}\left(\frac{1}{\rho}\right)-\frac{1}{\rho}\left[\frac{\partial u}{\partial \boldsymbol{n}}\right]-\frac{1}{\rho c} \frac{\partial \rho}{\partial \boldsymbol{n}}\left[\frac{\partial u}{\partial t}\right]\right) \mathrm{d} \sigma_{\xi}, \quad \boldsymbol{x} \in \mathscr{S} . \tag{11}
\end{equation*}
$$

Since the boundary integral equation (10) or (11) involves both unknowns $u$ and $\partial_{n} u$ on the artificial boundary $\mathscr{S}$, the equation can not be solved independently and has to be solved in coupled with the interior wave equation, which may has variable coefficients or is nonlinear. Therefore the boundary integral equation can be considered as an exact artificial boundary condition for the interior wave equation.

The NRBC (10) or (11) is non-local in space and time. However, the temporal non-locality is restricted to a fixed amount of historical data, since the boundary integral (10) or (11) involves the retarded time $\tau=t-\rho / c$, which is bounded by

$$
t-\rho_{\max } / c \leqslant \tau \leqslant t, \quad \text { where } \rho_{\max }=\max _{x, \xi \in \mathscr{Y}}|\boldsymbol{x}-\boldsymbol{\xi}| .
$$

For example, if the artificial boundary $\mathscr{S}$ is a sphere with radius $R$, then $\rho_{\max }=2 R$ and the retarded time $\tau$ is in the interval $t-2 R / c \leqslant \tau \leqslant t$ and if the artificial boundary $\mathscr{S}$ is a cubic surface with side length $L$, then $\rho_{\max }=\sqrt{3} L$ and the retarded time $\tau$ is in the interval $t-\sqrt{3} L / c \leqslant \tau \leqslant t$. This means that the historical memory required by the NRBC does not grow in time and this is a main advantage of the present method.

## 3. One-dimensional spherically symmetric model

We consider the wave equation with spherically symmetric model, namely $f(\boldsymbol{x} ; t)=f(|\boldsymbol{x}| ; t)$, $u_{0}(\boldsymbol{x})=u_{0}(|\boldsymbol{x}|), u_{1}(\boldsymbol{x})=u_{1}(|\boldsymbol{x}|)$, and $\gamma=\left\{\boldsymbol{x}| | \boldsymbol{x} \mid=r_{\gamma}\right\}$. Then the three-dimensional wave equation problem reduces to

$$
\begin{align*}
& \frac{\partial^{2} v}{\partial t^{2}}-c^{2} \frac{\partial^{2} v}{\partial r^{2}}=F(r ; t) \quad \text { for } r \geqslant r_{\gamma}, t \geqslant 0  \tag{12}\\
& v\left(r_{\gamma} ; t\right)=r_{\gamma} g(t) \quad \text { for } t \geqslant 0  \tag{13}\\
& v(r, 0)=\partial_{t} v(r, 0)=0 \quad \text { for } r \geqslant r_{\gamma}, \tag{14}
\end{align*}
$$

where $r=|\boldsymbol{x}|, v(r ; t)=r u(r ; t)$ and $F(r ; t)=r f(r ; t)$. Here without loss of generality we assume $u_{0}=u_{1}=0$.
We will show that for the one-dimensional symmetric model both continue and discrete version of the new NRBC are equivalent to that of the Engquist-Majda local NRBC [4].

### 3.1. Continuous version

For one-dimensional model with a spherical artificial boundary $\mathscr{S}$ of radius $a$ (see the diagram of $\mathscr{S}$ in Fig. 5), the new NRBC (11) reduces to


Fig. 5. Spherical artificial boundary $\mathscr{S}$.

$$
\begin{align*}
u(a, t)= & -\frac{1}{2} \int_{0}^{\pi}\left\{u\left(a, t-\frac{2 a}{c} \sin \left(\frac{\theta}{2}\right)\right)\right. \\
& \left.+2 a \frac{\partial u}{\partial r}\left(a, t-\frac{2 a}{c} \sin \left(\frac{\theta}{2}\right)\right)+\frac{2 a}{c} \sin \left(\frac{\theta}{2}\right) \frac{\partial u}{\partial t}\left(a, t-\frac{2 a}{c} \sin \left(\frac{\theta}{2}\right)\right)\right\} \cos \left(\frac{\theta}{2}\right) \mathrm{d} \theta \\
= & -\int_{0}^{2 a / c}\left\{u(a, t-\alpha)+2 a \frac{\partial u}{\partial r}(a, t-\alpha)+\alpha \frac{\partial u}{\partial t}(a, t-\alpha)\right\} \frac{c}{2 a} \mathrm{~d} \alpha . \tag{15}
\end{align*}
$$

Using integration by parts for the third integrand gives

$$
\int_{0}^{2 a / c}\left\{\frac{\partial(r u)}{\partial t}(a, t-\alpha)+c \frac{\partial(r u)}{\partial r}(a, t-\alpha)\right\} \mathrm{d} \alpha=0
$$

Since the above equation holds for any $t$, on account of $u(r, t)$ and $\partial_{t} u(r, t)$ being zero for $t \leqslant 0$, we obtain

$$
\frac{\partial(r u)}{\partial t}(a, t)+c \frac{\partial(r u)}{\partial r}(a, t)=0
$$

or

$$
\frac{\partial v}{\partial t}(a, t)+c \frac{\partial v}{\partial r}(a, t)=0
$$

This shows that for one-dimensional model the new NRBC is equivalent to the Engquist-Majda's local NRBC.

### 3.2. Discrete version

Assume that the numerical solution at the artificial boundary is denoted by $u^{n}(a) \approx u\left(a, t_{n}\right)$ with $t_{n}=n \Delta t$ and that the set $\left\{\alpha_{m} \mid m=0, \ldots, M\right\}$ is the grid points in the time interval $[0,2 a / c]$ with $\alpha_{0}=0$ and
$\alpha_{M}=2 a / c$. Applying the trapezoidal rule to the first two integrands and the central-point rule to the third integrand of the NRBC (15) gives

$$
\begin{equation*}
\bar{u}\left(a, t_{n}\right)=-\sum_{m=0}^{M} \Delta \alpha_{m}\left\{\bar{u}\left(a, t_{n}-\alpha_{m}\right)+2 a D_{r} \bar{u}\left(a, t_{n}-\alpha_{m}\right)\right\} \frac{c}{2 a}-\sum_{m=1}^{M} \alpha_{m-1 / 2} D_{t} \bar{u}\left(a, t_{n}-\alpha_{m-1 / 2}\right) \Delta \alpha_{m-1 / 2} \frac{c}{2 a}, \tag{16}
\end{equation*}
$$

where $\alpha_{m}=2 a \sin \left(\theta_{m} / 2\right) / c$ for $m=0,1, \ldots, M, \theta_{m}=m \Delta \theta$ with $\Delta \theta=\pi / M, \alpha_{m-1 / 2}=\left(\alpha_{m}+\alpha_{m-1}\right) / 2$ and $\Delta \alpha_{m-1 / 2}=\alpha_{m}-\alpha_{m-1}$ for $m=1,2, \ldots, M$, and

$$
\Delta \alpha_{m}= \begin{cases}\alpha_{1 / 2} & \text { for } m=0, \\ \alpha_{m+1 / 2}-\alpha_{m-1 / 2} & \text { for } m=1,2, \ldots, M-1, \\ 2 a / c-\alpha_{M-1 / 2} & \text { for } m=M\end{cases}
$$

Here $\bar{u}(a, t)$ is an interpolation through

$$
u^{l-1 / 2}(a):=\frac{u^{l}(a)+u^{l-1}(a)}{2} \quad \text { for } l=1, \ldots, L,
$$

where $L$ has to satisfy $L \Delta t=2 a / c$. This interpolation has to satisfy the identity (17) given bellow. The difference quotients $D_{r}$ and $D_{t}$ are defined by

$$
D_{r} \bar{u}(a, \tau)=\frac{\bar{u}(a, \tau)-\bar{u}(a-h, \tau)}{h}
$$

and

$$
D_{t} \bar{u}\left(a, t_{n}-\alpha_{m-1 / 2}\right)=\frac{\bar{u}\left(a, t_{n}-\alpha_{m-1}\right)-\bar{u}\left(a, t_{n}-\alpha_{m}\right)}{\alpha_{m}-\alpha_{m-1}} .
$$

Some calculation on the above equation gives

$$
\bar{u}\left(a, t_{n}\right)-\bar{u}\left(a, t_{n}-\alpha_{M}\right)=-\sum_{m=0}^{M} \Delta \alpha_{m}\left\{\bar{u}\left(a, t_{n}-\alpha_{m}\right)+a D_{r} \bar{u}\left(a, t_{n}-\alpha_{m}\right)\right\} \frac{c}{2 a}
$$

or

$$
\begin{align*}
\sum_{l=1}^{L} D_{t} \bar{u}\left(a, t_{n-l+1 / 2}\right) \Delta t & =-\sum_{m=0}^{M} \Delta \alpha_{m}\left\{\bar{u}\left(a, t_{n}-\alpha_{m}\right)+a D_{r} \bar{u}\left(a, t_{n}-\alpha_{m}\right)\right\} \frac{c}{2 a} \\
& =-\sum_{l=1}^{L} \Delta t\left\{u^{n-l+1 / 2}(a)+a D_{r} u^{n-l+1 / 2}(a)\right\} \frac{c}{2 a} \tag{17}
\end{align*}
$$

We notice that the last identity in (17) is satisfied by an integral-average interpolation for $\bar{u}\left(a, t_{n}-\alpha_{m}\right)$ defined by

$$
\bar{u}\left(a, t_{n}-\alpha_{m}\right):=\frac{1}{\Delta \alpha_{m}} \int_{t_{n}-\alpha_{m+1 / 2}}^{t_{n}-\alpha_{m-1 / 2}} \bar{u}_{\Delta t}(a, \tau) \mathrm{d} \tau
$$

under the condition $\Delta \alpha_{m}<\Delta t$ for all $m=0,1, \ldots, M$, where $\bar{u}_{\Delta t}(a, \tau)$ is a piecewise constant function defined by $\bar{u}_{\Delta t}(a, \tau):=u^{l+1 / 2}(a)$ for $\tau \in\left[t_{l}, t_{l+1}\right], \alpha_{-1 / 2}=0$ and $\alpha_{M+1 / 2}=2 a / c$. An integral-average interpolation for $D_{r} \bar{u}\left(a, t_{n}-\alpha_{m}\right)$ can be defined similarly.

We have to point out that a sufficient condition for $\Delta \alpha_{m}<\Delta t$ is that

$$
\begin{equation*}
\Delta \theta=\pi / M<\Delta t \tag{18}
\end{equation*}
$$

This gives an important relationship between the boundary integral step $\Delta \theta$ and the interior time step $\Delta t$.
Since the above equation holds for all $n$, on account of $\bar{u}(a, \tau)$ being zero for $\tau<0$, we can deduce that

$$
D_{t}(r \bar{u})\left(a, t_{n-1 / 2}\right)+c\left(\bar{u}\left(a, t_{n-1 / 2}\right)+a D_{r} \bar{u}\left(a, t_{n-1 / 2}\right)\right)=0
$$

or

$$
\begin{equation*}
D_{t}(r \bar{u})\left(a, t_{n-1 / 2}\right)+c D_{r}(r \bar{u})\left(a, t_{n-1 / 2}\right)=0 . \tag{19}
\end{equation*}
$$

This is a discrete version of

$$
\frac{\partial v}{\partial t}(a, t)+c \frac{\partial v}{\partial r}(a, t)=0 .
$$

Therefore, we have shown that both the continue version (15) and the discrete version (16) of the new NRBC are equivalent to that of the local Engquist-Majda NRBC.

### 3.3. Numerical test and long-time stability

In this section, we will repeat the numerical test given by Givoli and Cohen in [8] by using our new NRBC. The main objective of this subsection is to test the long-time stability of the proposed method.


Fig. 6. The numerical solutions $u(a, t)$ obtained by using the local NRBC (19) and the new NRBC (16), for $g(t)=\sin 4 t$ and the parameters $a=1, h=0.9 / 180=0.005, \Delta t=0.003656$ and $\Delta \theta=\pi / 1000=0.0031415926$.

For the test problem, $f \equiv 0$ or $F \equiv 0$ in (12) and the exact solution of (12)-(14) is given by

$$
v(r, t)= \begin{cases}0, & t<\left(r-r_{\gamma}\right) / c,  \tag{20}\\ r_{\gamma} g\left(t-\left(r-r_{\gamma}\right)\right) / c, & t \geqslant\left(r-r_{\gamma}\right) / c .\end{cases}
$$

The one-dimensional wave equation (12) in the computational domain $r_{\gamma} \leqslant r \leqslant a$ is solved by the standard non-dissipative central difference scheme

$$
u_{j}^{n+1}=2 u_{j}^{n}-u_{j}^{n-1}+\left(\frac{c \Delta t}{h}\right)\left(u_{j+1}^{n}-2 u_{j}^{n}+u_{j-1}^{n}\right),
$$

where $h=\left(a-r_{\gamma}\right) / K$ is the mesh size in space with $K$ a given positive integer, and $\Delta t$ is a time step satisfying the stability condition $c \Delta t / h \leqslant 1$.

At the artificial boundary $r=a$ two discrete artificial boundary conditions are used for the purpose of comparison: the new NRBC (16) and the local Engquist-Majda NRBC (19).

In numerical computation we set $c=1, r_{\gamma}=0.1$ and $a=1$ and take $g(t)=\sin \omega t$. The parameters we choose are that the space step $h=0.9 / 180=0.005$, the time step $\Delta t=0.003656<h$ satisfying the stability condition, the boundary integral step $\Delta \theta=\pi / 1000=0.0031415926<\Delta t$ satisfying the relationship condition (18), and the frequency $\omega=4$. Fig. 6 shows the two numerical solutions at $r=a=1$ as a function of time. From Fig. 6 we see that the new NRBC solution coincides with the local NRBC solution, which verifies the theoretical result given in the above subsection: the discrete version of the new NRBC (16) is equivalent to that of the local Engquist-Majda NRBC (19). Both numerical solutions agree with the exact solution very well for all time $0 \leqslant t \leqslant 20$ and the solution by using the new NRBC never develops instability. In contrast, the solution obtained by using the Ting-Miksis NRBC starts to develop a clear instability at about $t=7$ (see [8]).

## 4. Cubic artificial boundary

In this section, we apply the NRBC (10) to a cubic artificial boundary (see Fig. 7) and give details description of the NRBC on the cubic boundary.

The cubic artificial boundary of side length $2 a$ is plotted in Fig. 7, which consists of six faces:


Fig. 7. Cubic artificial boundary: $\mathscr{S}=\cup_{l \in \mathscr{L}} \mathscr{S}_{l}$.

$$
\mathscr{S}_{l}=\left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right)\left|\xi_{|l|}=\operatorname{sign}(l) a,-a<\xi_{j}<a, j \neq|l|\right\}\right.
$$

for each $l \in \mathscr{L}$, where

$$
\mathscr{L}:=\{-3,-2,-1,1,2,3\} .
$$

We use the notation $\mathscr{E}_{l, s}$ for $l, s \in \mathscr{L}$ and $|l| \neq|s|$ to denote 12 edges of the cube:

$$
\mathscr{E}_{l, s}:=\left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right)\left|\xi_{|l|}=\operatorname{sign}(l) a, \xi_{|s|}=\operatorname{sign}(s) a,-a<\xi_{j}<a, j \neq|l|,|s|\right\}\right.
$$

and the notation $\mathscr{C}_{l, s, m}$ for $l, s, m \in \mathscr{L}$ and $|l| \neq|s| \neq|m|$ to denote eight vertices of the cube:

$$
\mathscr{C}_{l, s, m}:=\left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \mid \xi_{|l|}=\operatorname{sign}(l) a, \xi_{|s|}=\operatorname{sign}(s) a, \xi_{|m|}=\operatorname{sign}(m) a\right\} .
$$

We have to point out that $\Theta(\boldsymbol{x})$ given in (10) assumes difference value for $\boldsymbol{x}$ being a face point, an edge point or a vortex point. More precisely, $\Theta(\boldsymbol{x})=\pi / 2$ for $\boldsymbol{x} \in \mathscr{S}_{l}, \Theta(\boldsymbol{x})=\pi / 4$ for $\boldsymbol{x} \in \mathscr{E}_{l, s}$ and $\Theta(\boldsymbol{x})=\pi / 8$ for $\boldsymbol{x} \in \mathscr{C}_{l, s, m}$. The new NRBC (10) applied to cubic surface gives the following three kinds of expressions.
(1) Let $\boldsymbol{x} \in \mathscr{S}_{l}$. More precisely, assume $\boldsymbol{x}=\left(a, x_{2}, x_{3}\right) \in \mathscr{S}_{1}$, then we have

$$
\begin{align*}
u\left(a, x_{2}, x_{3}, t\right)= & -\frac{1}{2 \pi} \iint_{\mathscr{S}_{1}} \frac{1}{\rho}\left[\frac{\partial u}{\partial x_{1}}\right] \mathrm{d} \sigma_{1}-\frac{1}{2 \pi} \sum_{\substack{l \not \mathscr{X} \\
l \neq 1}} \iint_{\mathscr{S}_{l}} \frac{\operatorname{sign}(l)}{\rho} \\
& \times\left\{\left([u] \frac{1}{\rho}+\left[\frac{\partial u}{\partial t}\right] \frac{1}{c}\right) \frac{\xi_{|l|}-x_{|l|}}{\rho}+\left[\frac{\partial u}{\partial x_{|l|}}\right]\right\} \mathrm{d} \sigma_{l}, \tag{21}
\end{align*}
$$

where $\mathrm{d} \sigma_{l}=\mathrm{d} \xi_{i} \mathrm{~d} \xi_{j}$ with $i \neq|l|, j \neq|l|$ and $i \neq j$. For other cases we have formulas similar to (21).
(2) Let $\boldsymbol{x} \in \mathscr{E}_{l, s}$. More precisely, assume $\boldsymbol{x}=\left(a, a, x_{3}\right) \in \mathscr{E}_{1,2}$, then we have

$$
\begin{align*}
u\left(a, a, x_{3}, t\right)= & -\frac{1}{3 \pi}\left\{\iint_{\mathscr{S}_{1}} \frac{1}{\rho}\left[\frac{\partial u}{\partial x_{1}}\right] \mathrm{d} \sigma_{1}+\iint_{\mathscr{S}_{2}} \frac{1}{\rho}\left[\frac{\partial u}{\partial x_{2}}\right] \mathrm{d} \sigma_{2}\right\}-\frac{1}{3 \pi} \sum_{\substack{l \not \mathscr{Y}^{l \neq 1,2}}} \iint_{\mathscr{S}_{l}} \frac{\operatorname{sign}(l)}{\rho} \\
& \times\left\{\left([u] \frac{1}{\rho}+\left[\frac{\partial u}{\partial t}\right] \frac{1}{c}\right) \frac{\xi_{|l|}-x_{|l|}}{\rho}+\left[\frac{\partial u}{\partial x_{|l|}}\right]\right\} \mathrm{d} \sigma_{l} . \tag{22}
\end{align*}
$$

Results for other edges can obtained in a similar way.
(3) Let $\boldsymbol{x} \in \mathscr{C}_{l, s, m}$. More precisely, assume $\boldsymbol{x}=(a, a, a) \in \mathscr{E}_{1,2,3}$, then we have

$$
\begin{align*}
u(a, a, a, t)= & -\frac{2}{7 \pi}\left\{\iint_{\mathscr{S}_{1}} \frac{1}{\rho}\left[\frac{\partial u}{\partial x_{1}}\right] \mathrm{d} \sigma_{1}+\iint_{\mathscr{\mathscr { L }}_{2}} \frac{1}{\rho}\left[\frac{\partial u}{\partial x_{2}}\right] \mathrm{d} \sigma_{2}+\iint_{\mathscr{S}_{3}} \frac{1}{\rho}\left[\frac{\partial u}{\partial x_{1}}\right] \mathrm{d} \sigma_{3}\right\} \\
& -\frac{2}{7 \pi} \sum_{\substack{l \in \mathscr{\mathscr { V }} \\
\mid l, 1,3}} \iint_{\mathscr{S}_{1}} \frac{\operatorname{sign}(l)}{\rho}\left\{\left([u] \frac{1}{\rho}+\left[\frac{\partial u}{\partial t}\right] \frac{1}{c}\right) \frac{\xi_{|l|}-x_{|l|}}{\rho}+\left[\frac{\partial u}{\partial x_{|l|}}\right]\right\} \mathrm{d} \sigma_{l} . \tag{23}
\end{align*}
$$

Formulas for other vertices can be derived similarly.

## 5. Numerical scheme

In this section, we will use a FD method to solve (1)-(4) in the computational domain $\Omega_{i}$, incorporating a numerical approximation to the new NRBC (21)-(23) on cubic artificial boundary to provide appropriate data on the artificial boundary.

### 5.1. Non-dissipative central difference scheme in $\Omega_{i}$

We choose a standard explicit central difference scheme. The wave equation (1) is discretized both in time and in space at $(\boldsymbol{x} ; t)=\left(x_{1}, x_{2}, x_{3} ; t\right)$ using second-order central differences. We denote by $u_{i}^{n}$ the numerical grid function at $\left(\boldsymbol{x}_{i} ; t_{n}\right)=\left(i_{1} h, i_{2} h, i_{3} h ; n \Delta t\right)$, where $\boldsymbol{i}=\left(i_{1}, i_{2}, i_{3}\right) \in \mathbb{Z}^{3}, h=a / K$ with some given $K \in \mathbb{N}$ is the mesh size in space step uniform in the $x_{1}, x_{2}$ and $x_{3}$ directions, and $\Delta t$ is the time step. The stability condition $c \Delta t / h \leqslant 1 / \sqrt{3}$ is satisfied. The central difference scheme is given in the following form

$$
\begin{align*}
u_{i}^{n+1}= & 2 u_{i}^{n}-u_{i}^{n-1}+\left(\frac{c \Delta t}{h}\right)^{2}\left(u_{i_{1}-1, i_{2}, i_{3}}^{n}+u_{i_{1}+1, i_{2}, i_{3}}^{n}+u_{i_{1}, i_{2}-1, i_{3}}^{n}+u_{i_{1}, i_{2}+1, i_{3}}^{n}+u_{i_{1}, i_{2}, i_{3}-1}^{n}+u_{i_{1}, i_{2}, i_{3}+1}^{n}-6 u_{i_{1}, i_{2}, i_{3}}^{n}\right) \\
& +f\left(\boldsymbol{x}_{i}, t_{n}\right)(\Delta t)^{2} . \tag{24}
\end{align*}
$$

### 5.2. Numerical approximation to the NRBC (21)-(23)

One of the advantages of using cubic artificial boundary is that we can apply only one set of mesh grid to both inside of and on boundary of the cube. There are three kinds of boundary mesh: face mesh $\sigma_{j}^{\mathscr{S}_{1}}$ with center at $\boldsymbol{x}_{\boldsymbol{j}}=\left(j_{1} h, j_{2} h, j_{3} h\right) \in \mathscr{S}_{l}$, edge mesh $\sigma_{j}^{\delta_{l, m}}$ with center at $\boldsymbol{x}_{\boldsymbol{j}} \in \mathscr{E}_{l, m}$ and vertex mesh $\sigma_{j}^{\delta_{l, m, s}}$ with center at $\boldsymbol{x}_{j} \in \mathscr{C}_{l, m, s}$ indicated in Fig. 8, where the three kinds of meshes are defined by

$$
\begin{aligned}
\sigma_{j}^{\mathscr{S}_{l}}:= & \left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right)\left|\xi_{|l|}=\operatorname{sign}(l) a,\left|\xi_{m}-j_{m} h\right|<h / 2,\left|\xi_{s}-j_{s} h\right|<h / 2 ; \quad m, s \neq|l|\right\},\right. \\
\sigma_{j}^{\delta_{l, m}}:= & \left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right)\left|\xi_{|l|}=\operatorname{sign}(l) a, 0<\left(a-\operatorname{sign}(m) \xi_{|m|}\right)<h / 2,\left|\xi_{s}-j_{s} h\right|<h / 2, \quad s \neq|l|,|m|\right\}\right. \\
& \cup\left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right)\left|\xi_{|m|}=\operatorname{sign}(m) a, 0<\left(a-\operatorname{sign}(l) \xi_{|l|}\right)<h / 2,\left|\xi_{s}-j_{s} h\right|<h / 2, \quad s \neq|l|,|m|\right\}\right.
\end{aligned}
$$

and

$$
\begin{aligned}
\sigma_{j}^{\ell_{l, m, s}}:= & \left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \mid \xi_{|l|}=\operatorname{sign}(l) a, 0<\left(a-\operatorname{sign}(m) \xi_{|m|}\right)<h / 2,0<\left(a-\operatorname{sign}(s) \xi_{|s|}\right)<h / 2\right\} \\
& \cup\left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \mid \xi_{|m|}=\operatorname{sign}(m) a, 0<\left(a-\operatorname{sign}(l) \xi_{|l|}\right)<h / 2,0<\left(a-\operatorname{sign}(s) \xi_{|s|}\right)<h / 2\right\} \\
& \cup\left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \mid \xi_{|s|}=\operatorname{sign}(s) a, 0<\left(a-\operatorname{sign}(m) \xi_{|m|}\right)<h / 2,0<\left(a-\operatorname{sign}(l) \xi_{|l|}\right)<h / 2\right\} .
\end{aligned}
$$

It is easy to see from Fig. 8 that

$$
\left|\sigma_{j}^{\mathscr{S}_{l}}\right|=\left|\sigma_{j}^{\delta_{l} l, m}\right|=h^{2},\left|\sigma_{j}^{\delta_{l, m, s}}\right|=3 h^{2} / 4,
$$

where $|\sigma|$ denotes the measure of $\sigma$.
Let $\boldsymbol{x}$ and $t$ at the left-hand sides of the NRBC (21)-(23) be evaluated at boundary grid mesh point $\boldsymbol{x}=\boldsymbol{x}_{\boldsymbol{i}}$ and time mesh point $t=t_{n}$ respectively. Then (21)-(23) can be written as a sum of the following integrals on face mesh, edge mesh and vertex mesh:


Fig. 8. From left to right are face mesh $\sigma_{j}^{\mathscr{S}_{l}}$, edge mesh $\sigma_{j}^{\delta_{l, m}}$ and vertex mesh $\sigma_{j}^{\delta_{j, m, s}}$ with their center at $\boldsymbol{x}_{j}$.

$$
\begin{aligned}
& \mathrm{I}=\iint_{\sigma_{j}^{g_{l}}} \frac{1}{\left|x_{i}-\xi\right|^{\mid}} F\left(\xi ; t_{n}-\left|x_{i}-\xi\right| / c\right) \mathrm{d} \sigma_{\xi}, \\
& \mathrm{II}=\iint_{\sigma_{j}, m, m} \frac{1}{\left|x_{i}-\xi\right|^{p}} F\left(\xi ; t_{n}-\left|x_{i}-\xi\right| / c\right) \mathrm{d} \sigma_{\xi}
\end{aligned}
$$

and

$$
\mathrm{III}=\iint_{\sigma_{j}^{8_{l, m, s}}} \frac{1}{\left|x_{i}-\xi\right|^{p}} F\left(\xi ; t_{n}-\left|x_{i}-\xi\right| / c\right) \mathrm{d} \sigma_{\xi}
$$

where $p=1,2$ and $F(\xi ; \tau)=u(\xi ; \tau), \partial_{n} u(\xi ; \tau)$ or $\partial_{t} u(\xi ; \tau)$ and $\sigma_{j}^{\mathscr{S}_{1}}, \sigma_{j}^{\delta_{l, m}}$ and $\sigma_{j}^{\mathscr{C}_{l, m s}}$ stand for face mesh, edge mesh and vertex mesh on the cubic boundary respectively. Therefore, we can give an approximation to the NRBC (21)-(23) through approximations to I, II and III.

For $\sigma_{i}^{\mathscr{S}_{1}}, \sigma_{i}^{\delta_{l, m}}$ and $\sigma_{i}^{\delta_{l, m, s}}$ with center at the evaluating mesh point $\boldsymbol{x}_{i}$, we use the following approximations to I, II and III for $p=1$ :

$$
\begin{align*}
& \iint_{\sigma_{i}^{\varphi_{i}}} \frac{1}{\left|x_{i}-\xi\right|} F\left(\xi ; t_{n}-\left|x_{i}-\xi\right| / c\right) \mathrm{d} \sigma_{\xi} \approx F\left(x_{i} ; t_{n}\right) \iint_{\sigma_{i}^{\xi_{i}}} \frac{1}{\left|x_{i}-\xi\right|} \mathrm{d} \sigma_{\xi} \\
& =4 h \log (1+\sqrt{2}) F\left(\boldsymbol{x}_{i} ; t_{n}\right),  \tag{25}\\
& \iint_{\sigma_{i}^{\varepsilon_{l}, n}} \frac{1}{\left|x_{i}-\xi\right|} F\left(\xi ; t_{n}-\left|x_{i}-\xi\right| / c\right) \mathrm{d} \sigma_{\xi} \approx F\left(x_{i} ; t_{n}\right) \iint_{\sigma_{i}{ }^{\delta_{l, n}}} \frac{1}{\left|x_{i}-\xi\right|} \mathrm{d} \sigma_{\xi} \\
& =4 h \log (1+\sqrt{2}) F\left(\boldsymbol{x}_{\boldsymbol{i}} ; t_{n}\right),  \tag{26}\\
& \iint_{\sigma_{i}^{8_{l}, n, s}} \frac{1}{\left|x_{i}-\xi\right|} F\left(\xi ; t_{n}-\left|x_{i}-\xi\right| / c\right) \mathrm{d} \sigma_{\xi} \approx F\left(x_{i} ; t_{n}\right) \iint_{\sigma_{i} \xi_{i, n, s}} \frac{1}{\left|x_{i}-\xi\right|} \mathrm{d} \sigma_{\xi} \\
& =3 h \log (1+\sqrt{2}) F\left(\boldsymbol{x}_{\boldsymbol{i}} ; t_{n}\right) . \tag{27}
\end{align*}
$$

We have to notice that since $\boldsymbol{x}_{\boldsymbol{i}}$ is the center of the domains of the integrals, the integrands including a factor $1 /\left|x_{i}-\xi\right|$ are singular. Therefore, in the above approximations only well-behaved function $F$ of the variable $\boldsymbol{\xi}$ is assumed at $\boldsymbol{x}_{i}$, where the retarded time-histories are zero. In this case, integrating the singular integrands results in (25)-(27).

For $\sigma_{j}^{\mathscr{S}_{l}}, \sigma_{j}^{\delta_{l, m}}$ and $\sigma_{j}^{\delta_{l, m, s}}$ with center at $\boldsymbol{x}_{\boldsymbol{j}} \neq \boldsymbol{x}_{\boldsymbol{i}}$, using the central-point rule to I, II and III gives:

$$
\begin{align*}
& \iint_{\sigma_{j}^{y_{i}}} \frac{1}{\left|\boldsymbol{x}_{i}-\boldsymbol{\xi}\right|^{\mid}} F\left(\xi ; t_{n}-\left|\boldsymbol{x}_{i}-\xi\right| / c\right) \mathrm{d} \sigma_{\xi} \approx \frac{h^{2}}{\left|\boldsymbol{x}_{\boldsymbol{i}}-\boldsymbol{x}_{j}\right|^{p}} F\left(\boldsymbol{x}_{\boldsymbol{j}} ; t_{n}-\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{\boldsymbol{j}}\right| / c\right),  \tag{28}\\
& \iint_{\sigma_{j}^{\delta, n}} \frac{1}{\left|\boldsymbol{x}_{i}-\boldsymbol{\xi}\right|^{p}} F\left(\boldsymbol{\xi} ; t_{n}-\left|\boldsymbol{x}_{i}-\boldsymbol{\xi}\right| / c\right) \mathrm{d} \sigma_{\xi} \approx \frac{h^{2}}{\left|\boldsymbol{x}_{\boldsymbol{i}}-\boldsymbol{x}_{\boldsymbol{j}}\right|^{\mid}} F\left(\boldsymbol{x}_{j} ; t_{n}-\left|\boldsymbol{x}_{\boldsymbol{i}}-\boldsymbol{x}_{\boldsymbol{j}}\right| / c\right),  \tag{29}\\
& \iint_{\sigma_{j}^{\varepsilon_{l, n, s}}} \frac{1}{\left|\boldsymbol{x}_{i}-\boldsymbol{\xi}\right|^{p}} F\left(\xi ; t_{n}-\left|x_{i}-\boldsymbol{\xi}\right| / c\right) \mathrm{d} \sigma_{\xi} \approx \frac{3 h^{2} / 4}{\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right|^{p}} F\left(\boldsymbol{x}_{j} ; t_{n}-\left|\boldsymbol{x}_{\boldsymbol{i}}-\boldsymbol{x}_{\boldsymbol{j}}\right| / c\right) . \tag{30}
\end{align*}
$$

Using the above approximations gives an approximation to the integrals in (21)-(23). In general, the approximation is only a first order approximation, but the numerical formulae are simple and easy to program. Therefore we use the scheme to test stability, accuracy and convergence of the new NRBC. High-order approximation can be obtained by using more accurate numerical integrations.

What we need next is to provide a numerical approximation to $\partial_{n} u(\xi ; \tau)$ and $\partial_{t} u(\xi ; \tau)$ on the cubic boundary and a time interpolation approximation to $F(\xi ; \tau)$ for $\tau \in\left[t_{n}, t_{n+1}\right]$. This will be outlined below:
(1) Linear interpolation for $F(\xi ; \tau)$. For $\tau \in\left[t_{n}, t_{n+1}\right]$, we define

$$
F(\xi ; \tau):=F\left(\xi ; t_{n}\right) \frac{t_{n+1}-\tau}{\Delta t}+F\left(\xi ; t_{n+1}\right) \frac{\tau-t_{n}}{\Delta t} .
$$

(2) Numerical time derivatives

$$
\frac{\partial u(\boldsymbol{\xi}, \tau)}{\partial t} \approx \frac{u(\xi, \tau+\Delta t)-u(\boldsymbol{\xi}, \tau-\Delta t)}{2 \Delta t}
$$

(3) Numerical normal derivatives to $\mathscr{S}$. Here we only need to consider numerical approximation to $\partial_{n} u\left(\boldsymbol{x}_{j} ; \tau\right)$, where $\boldsymbol{x}_{\boldsymbol{j}}$ is a boundary mesh point.
(a) If $\boldsymbol{x}_{j}$ is a center of a face mesh, for instance, $\sigma_{j}^{\mathscr{G}_{1}}$, then

$$
\partial_{n} u\left(\boldsymbol{x}_{j} ; \tau\right)=-\partial_{x_{1}} u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right),
$$

which is approximated by using one side difference quotient

$$
\partial_{n} u\left(\boldsymbol{x}_{j} ; \tau\right) \approx \frac{u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right)-u\left(\boldsymbol{x}_{\boldsymbol{j}}-\boldsymbol{h}_{1} ; \tau\right)}{h}
$$

where $\boldsymbol{h}_{1}=(h, 0,0)$.
(b) If $\boldsymbol{x}_{j}$ is a center of a edge mesh, for instance, $\sigma_{j}^{\delta_{1,2}}$, then

$$
\partial_{\boldsymbol{n}} u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right)=-\frac{1}{2}\left(\partial_{x_{1}} u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right)+\partial_{x_{2}} u\left(\boldsymbol{x}_{j} ; \tau\right)\right)=\frac{1}{\sqrt{2}} \partial_{\gamma} u\left(\boldsymbol{x}_{j} ; \tau\right),
$$

where $\boldsymbol{\gamma}$ is the diagonal direction joining $\boldsymbol{x}_{\boldsymbol{j}}$ to $\boldsymbol{x}_{\boldsymbol{j}}-\boldsymbol{h}_{1}-\boldsymbol{h}_{2}$ with $\boldsymbol{h}_{2}=(0, h, 0)$. Using one side difference quotient to approximate the last directional derivative gives

$$
\partial_{n} u\left(\boldsymbol{x}_{j} ; \tau\right) \approx \frac{1}{\sqrt{2}} \frac{u\left(\boldsymbol{x}_{j} ; \tau\right)-u\left(\boldsymbol{x}_{j}-\boldsymbol{h}_{1}-\boldsymbol{h}_{2} ; \tau\right)}{\sqrt{2} h}=\frac{u\left(\boldsymbol{x}_{j} ; \tau\right)-u\left(\boldsymbol{x}_{j}-\boldsymbol{h}_{1}-\boldsymbol{h}_{2} ; \tau\right)}{2 h} .
$$

(c) If $\boldsymbol{x}_{\boldsymbol{j}}$ is a center of a vertex mesh, for instance, $\sigma_{j}^{8_{1}, 2,3}$, then

$$
\partial_{n} u\left(\boldsymbol{x}_{j} ; \tau\right)=-\frac{1}{3}\left(\partial_{x_{1}} u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right)+\partial_{x_{2}} u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right)+\partial_{x_{3}} u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right)\right)=\frac{1}{\sqrt{3}} \partial_{\gamma} u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right),
$$

where $\boldsymbol{\gamma}$ is the diagonal direction joining $\boldsymbol{x}_{\boldsymbol{j}}$ to $\boldsymbol{x}_{\boldsymbol{j}}-\boldsymbol{h}_{1}-\boldsymbol{h}_{2}-\boldsymbol{h}_{3}$ with $\boldsymbol{h}_{3}=(0,0, h)$. Using one side difference quotient to approximate the last directional derivative gives

$$
\partial_{n} u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right) \approx \frac{1}{\sqrt{3}} \frac{u\left(\boldsymbol{x}_{\boldsymbol{j}} ; \tau\right)-u\left(\boldsymbol{x}_{\boldsymbol{j}}-\boldsymbol{h}_{1}-\boldsymbol{h}_{2}-\boldsymbol{h}_{3} ; \tau\right)}{\sqrt{3} h}=\frac{u\left(\boldsymbol{x}_{j} ; \tau\right)-u\left(\boldsymbol{x}_{j}-\boldsymbol{h}_{1}-\boldsymbol{h}_{2}-\boldsymbol{h}_{3} ; \tau\right)}{3 h} .
$$

With the above description of the numerical scheme in the interior of $\Omega_{i}$ and the numerical approximation to the proposed NRBC on its boundary, we can proceed to compute the numerical solution as follows:
(1) Initialize the starting values $u_{j}^{0}$ and $u_{j}^{-1}$ from $u_{0}(\boldsymbol{x})$ and $u_{1}(\boldsymbol{x})$ given in (3) and (4), respectively.
(2) Compute $u_{j}^{n+1}$ at all interior grid points in the cubic computational domain using (24).
(3) Compute $u_{j}^{n+1}$ at all grid points on the cubic surface using the discretizations (21)-(23).
(4) Repeat the procedure (2) and (3) for $n=0,1, \ldots$ and get the whole numerical solution $u_{j}^{n}$ for $n=1,2, \ldots$

## 6. Three-dimensional numerical experiments

In order to test the accuracy and stability of the proposed boundary condition, we consider an initial value problem in $\boldsymbol{R}^{3}$ with zero initial conditions:

$$
\begin{aligned}
& \frac{\partial^{2} u}{\partial t^{2}}=\nabla^{2} u+f(\boldsymbol{x}, t) \quad \text { in } \boldsymbol{R}^{3} \times(0, T), \\
& u(\boldsymbol{x}, 0)=0 \quad \text { in } \boldsymbol{R}^{3}, \\
& \partial_{t} u(\boldsymbol{x}, 0)=0 \quad \text { in } \boldsymbol{R}^{3},
\end{aligned}
$$

where

$$
f(\boldsymbol{x}, t)=f(|\boldsymbol{x}|, t)= \begin{cases}\sin (\omega t)\left(1-|\boldsymbol{x}|^{2} / a^{2}\right)^{2} & |\boldsymbol{x}|<a,  \tag{31}\\ 0 & |\boldsymbol{x}| \geqslant a .\end{cases}
$$

It is easy to show that the exact solution is spherically symmetric, i.e., $u(\boldsymbol{x} ; t)=u(|\boldsymbol{x}| ; t)$ and $v(r ; t)=r u(r ; t)$ satisfies the one-dimensional wave equation (12) with zero initial data. Thus $u(|\boldsymbol{x}|, t)$ has an explicit expression through one-dimensional wave equation

$$
\begin{aligned}
u(|\boldsymbol{x}|, t)= & \frac{1}{2|\boldsymbol{x}|} \int_{0}^{t} \int_{|\boldsymbol{x}|-(t-\tau)}^{|\boldsymbol{x}|+(t-\tau)} r f(|r|, \tau) \mathrm{d} r \mathrm{~d} \tau \\
= & -\frac{1}{12|\boldsymbol{x}|} \int_{\min [|\boldsymbol{x}|, 1]}^{\min |\boldsymbol{x}|+t, 1]} \sin [\omega(t-r+|\boldsymbol{x}|)]\left(1-r^{2}\right)^{3} \mathrm{~d} r \\
& +\frac{1}{12|\boldsymbol{x}|} \int_{\min [\max [|x|-t,-1], 1]}^{\min [|\boldsymbol{x}|, 1]} \sin [\omega(t+r-|\boldsymbol{x}|)]\left(1-r^{2}\right)^{3} \mathrm{~d} r .
\end{aligned}
$$



Fig. 9. Two sample slice planes from the computational domain $\Omega_{i}$.

The close form solution $u(|\boldsymbol{x}|, t)$ can be obtained by using MATHEMATICA software to carry out the last two integrals and a C or Fortran language programm for evaluation of $u(|\boldsymbol{x}|, t)$ can be easily obtained by using the software's CForm or FortranForm function. Since the close form solution and its evaluation programm are quite long, we omit the details here. Therefore, we can estimate the accuracy and convergence rate numerically for the numerical scheme using the discretization for the new NRBC. Notice that even though the solution is spherically symmetric, the artificial boundary (cubic surface) is not spherically symmetric. Thus the numerical computation is a full three-dimension one.

In numerical tests we choose computational domain $\Omega_{i}$ being a cube with side length $2 a=2$, mesh size $h=10^{-1}, 20^{-1}, 30^{-1}, 40^{-1}, 80^{-1}$ being same in all three directions, time step $\Delta t=h / 2$ satisfying the stability condition $\Delta t / h \leqslant 1 / \sqrt{3}$, and frequency $\omega=2,3$ and 4 . Notice that here the artificial cubic surface with side length $2 a=2$ just contains the space support of $f(\boldsymbol{x}, t)$ defined by (31). In order to show the numerical results we choose two sample slice planes from the cubic computational domain, indicated in Fig 9. We use $u_{h}(\boldsymbol{x} ; t)$ to denote the numerical solution with space step size $h$.

In Figs. 10-13 the numerical solution and the exact solution are shown on left-hand side and right-hand side respectively, where their date come from the left slice plane or right slice plane of Fig. 9 .

We consider the $L^{2}$-error defined by

$$
\left\|u(\cdot ; t)-u_{h}(\cdot ; t)\right\|_{L^{2}\left(\Omega_{i}\right)}
$$



Fig. 10. The right-hand figure is exact solution and the left-hand is numerical solution at time $t=4$ with $\omega=2$ and $h=2 / 40$, their date come from the left slice plane of Fig. 9.


Fig. 11. The right-hand figure is exact solution and the left-hand is numerical solution at time $t=4$ with $\omega=2$ and $h=2 / 40$, their date come from the right slice plane of Fig. 9.


Fig. 12. The right-hand figure is exact solution and the left-hand is numerical solution at time $t=8$ with $\omega=3$ and $h=2 / 60$, their date come from the left slice plane of Fig. 9.


Fig. 13. The right-hand figure is exact solution and the left-hand is numerical solution at time $t=8$ with $\omega=3$ and $h=2 / 60$, their date come from the right slice plane of Fig. 9.
and the relative $L^{2}$-error defined by

$$
\left\|u(\cdot ; t)-u_{h}(\cdot ; t)\right\|_{L^{2}\left(\Omega_{i}\right)} /\|u(\cdot ; t)\|_{L^{2}\left(\Omega_{i}\right)},
$$

where $\Omega_{i}$ is the cubic computational domain and

$$
\|v(\cdot ; t)\|_{L^{2}\left(\Omega_{i}\right)}:=\left(\sum_{j} v\left(\boldsymbol{x}_{j} ; t\right)^{2} h^{3}\right)^{1 / 2} .
$$

In the above definition the sum is over all the grid points in the $\Omega_{i}$. Figs. 14 and 15 show the errors via time $t$ for a frequency $\omega=4$ with mesh size $h=10^{-1}, 20^{-1}, 40^{-1}, 80^{-1}$. From the numerical results shown on Figs. 14 and 15 we see that the rate of convergence is one, which coincides with the numerical NRBC, as described in Section 5.2, being first order accurate and that the numerical NRBC with the standard interior non-dissipative scheme is stable.

The above numerical tests were carried out on a Dell PC with PENTIUM III 800 MHz CPU. The actual CPU times required for the computations given in Figs. 14 and 15 ranged from 10 min to hours to a few days. As for the efficiency of the method, we can show theoretically that for $M$ time steps and $N$ points on the cubic boundary $\mathrm{O}\left(M N^{2}\right)$ work is required for computing the boundary integral with the discrete for-


Fig. 14. The relative errors $\left\|u(\cdot, t)-u_{h}(\cdot, t)\right\|_{L^{2}} /\|u(\cdot, t)\|_{L^{2}}$ via time $t$ for $\omega=4$, where $h=10^{-1}, 20^{-1}, 40^{-1}, 80^{-1}$.


Fig. 15. The absolute errors $\left\|u(\cdot, t)-u_{h}(\cdot, t)\right\|_{L^{2}}$ via time $t$ for $\omega=4$, where $h=10^{-1}, 20^{-1}, 40^{-1}, 80^{-1}$.
mulae (25)-(30) and $\mathrm{O}\left(M N^{3 / 2}\right)$ work is required for computing the interior difference scheme (24). In our numerical tests the direct summation of (25)-(30) was used for computing the NRBC, so the operation account was $\mathrm{O}\left(M N^{2}\right)$. But we can show that by using a fast graded algorithm ([16]) the amount of work
needed for computing the boundary integral within the same order of accuracy can be reduced to $\mathrm{O}\left(M N^{3 / 2} \ln N\right)$, which is about the same order $\mathrm{O}\left(M N^{3 / 2}\right)$ of the finite-difference calculation used in the interior of the domain. Therefore, the computational cost for the NRBC is acceptable. Since the goal of the present paper is to present a new exact NRBC and to demonstrate its stability and convergency, rather than to try some high order methods and to obtain optimal operation account. The later subjects are important areas of our further research and will be reported elsewhere.

## 7. Conclusion

In this paper, we have developed, analyzed and tested an exact non-reflecting boundary condition for the numerical simulation of time-dependent wave propagation in unbounded domain. The key ingredient of obtaining the new NRBC is to use the boundary integral equation or modified Kirchhoff formula. The new NRBC eliminates the long-time instability observed in the Ting-Miksis NRBC even if the interior stencil used is non-dissipative scheme and keeps all merits of the original NRBC, such as the extent of temporal non-locality is fixed and limited; no any special function's evaluation is required and the artificial boundary could be any shape. Numerical discretization of the artificial boundary condition on cubic surface is devised and three-dimensional numerical experiments are implemented on the cubic computational domain. Nu merical solutions agree very well with the exact solutions and the overall scheme is stable in all our tests.

The new NRBC can also be extended to three dimensional elastodynamics equation, Maxwell equations and so on and those results will be reported elsewhere.
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